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Summary
This chapter introduces the various qualitative and quantitative methods used 
to conduct value-chain program impact evaluations that will be discussed in 
the following four chapters. We provide a brief overview of each method, as 
well as its benefits and limitations, and the scenarios in which it should and 
should not be used. While each of these methods has its uses, significant 
research remains to be done to ensure that impact evaluations of value-chain 
interventions truly capture program effects and take into account the chal-
lenges faced when trying to scale up successful programs in different locations 
and across different populations.

Competitive and efficient markets are key to successful economic growth, 
and well-functioning value chains are in turn key to successful markets. 
However, constraints such as limited market power, high transaction costs, 
poor incentives, variable risk, and a lack of access to credit can hinder the 
development of high-value agricultural markets, as well as markets for staple 
crops. This introduction discusses how interventions designed to establish 
more inclusive value chains for smallholders, and thus more successful mar-
kets, should be evaluated so that their impacts, costs, and benefits can be bet-
ter understood.

Traditional methodologies to assess the performance and impact of value 
chains have focused on techniques such as participatory data collection, case 
studies, or different mechanisms to collect data for point price estimates or 
identification of inefficiencies across the value chain. While these methods 
serve the needs of commercial actors, they do not identify an intervention’s 
welfare benefits, nor do they provide measures of the performance of the 

1 The authors thank PIM for supporting innovative work on impact evaluation for inclusive 
value-chain development and on the use of quantitative tools to measure gender differences 
within value chains, as part of their cross-cutting gender program.
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whole value chain. We provide concrete examples of different methods that 
can be used to fill these two gaps.

In essence, impact evaluation will accumulate credible knowledge of what 
works and what does not work. The overarching goal behind impact evalu-
ation is to maximize the impact of development projects in reducing global 
poverty by generating information which will help: (1) to improve the design 
of projects based on experience; (2) to improve accountability, by clearly iden-
tifying the causal links from intervention to impact; (3) to identify successful 
projects to be scaled up, and (4) to allocate resources across programs by better 
understanding what works well, and how and which interventions are more 
cost-effective than others.

Finally, it is not feasible to conduct impact evaluations for all interventions. 
We need to build a strong evidence base for all sectors in a variety of contexts 
to provide guidance for policymakers and practitioners. Some examples of the 
types of value-chain intervention for which impact evaluation would be use-
ful are (1) innovative schemes to upgrade value chains; (2) pilot programs that 
are due to be substantially scaled up; (3) interventions for which there is scant 
solid evidence of impact in the given context; and (4) when there is a clear 
need to prioritize projects based on cost-effectiveness.

What We Know about Impact Evaluation for Value-
Chain Interventions
Impact evaluations measure the change in a development outcome that is 
attributable to a defined intervention; they are based on models of cause and 
effect, and require a credible and rigorously defined counterfactual to control 
for factors other than the intervention that might account for the observed 
change. Impact evaluations are structured around one question: What is the 
impact (or causal effect) of a program on an outcome of interest? The same 
general principles apply to impact evaluations of value chains and innovation 
platforms. Evaluation assesses whether the program has affected the key indi-
cators of interest, such as poverty and nutrition, among a sample of project 
beneficiaries and across other dimensions of interest, such as gender.

There are different designs and methods of impact evaluation. Qualitative 
methods are normally used to understand the knowledge, attitudes, priori-
ties, preferences, and perceptions of target beneficiaries and other stakeholders. 
These methods include, among other things, the organization of focus groups, 
informal interviews, semistructured interviews, and structured interviews (for 
further details see Lawrence 1999; Garbarino et al. 2009; Chung 2000a,b). In 
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addition, these methods are also useful to understand the mechanisms behind 
impacts and the channels through which observed effects emerge. The idea is 
that important information about perceptions, attitudes toward the program, 
incentives to participate, and the program’s unexpected indirect effects on 
household or community dynamics may be missed by the use of purely quan-
titative methods. Qualitative methods are particularly useful for acquiring 
a more in-depth understanding of the factors influencing a program’s opera-
tions or impact. Several examples are presented in parts 2 and 3 of this book. 
For example, the 5Capitals method (Donovan and Stoian 2012) spells out 
why impact evaluation is different in the context of value-chain development 
(VCD) and provides an example of how it can respond to the needs of non-
governmental organizations (NGOs) and value-chain actors for learning what 
works and what does not work for achieving inclusive VCD. There is, however, 
a trade-off between depth and breadth, and smaller sample sizes in qualita-
tive studies mean that findings are rarely statistically representative of a broad 
population. Quantitative and qualitative evaluation methods compensate for 
each other’s weaknesses, and each approach provides more value when used in 
a mixed-method design, providing information and conclusions that are more 
coherent, reliable, and useful than those from single-method studies.

On the quantitative side, there are experimental and quasi-experimen-
tal methods (for a detailed review of all methods see Khandker et al. 2010; 
Gertler et al. 2011) A fully experimental approach takes a subsample of the 
population of interest and randomly assigns them as participants in the 
program (the so-called treatment group); a second subsample is randomly 
assigned to the so-called control group, which does not participate in the pro-
gram. The control group provides a proper counterfactual by showing the con-
ditions for the treatment group had they not participated in the program, thus 
allowing for a comparison that identifies the impact of the program. With a 
sufficiently large sample, this type of design relies on the correct implemen-
tation of the randomization and on the full exclusion of the control group 
from the program (when a control group is not properly excluded, this is 
called contamination).

A quasi-experimental approach may be used when it is not possible to con-
duct randomized evaluations. In such approaches, instead of creating treat-
ment and control groups by random assignment ex ante (that is, prior to the 
beginning of the program), these groups are created ex post (that is, once the 
program has begun or even after it has ended). This is done by using observed 
socio cultural, economic, ecological, and geographical characteristics to ensure 
that the comparison groups are sufficiently similar, at least in observable 
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characteristics. In this way, it can be argued that any observed impact is due to 
the program as opposed to other confounding factors. Ex-post design is typi-
cally used when ex-ante randomization is not possible—for example, if the pro-
gram has already begun or if ethical or targeting considerations rule out such 
randomization. A nonexperimental method may be used to generate a con-
trol group; this would involve the comparison of program beneficiaries and 
nonbeneficiaries who had similar observable characteristics before the project 
was implemented.

Finally, in a nonexperimental evaluation, a program is nonrandomly estab-
lished across units (individuals, households, villages, and so on) to identify 
an appropriate counterfactual. The various nonexperimental methods can 
be classified into two groups. The first group assumes that the unobservable 
characteristics of the program’s beneficiaries and control group participants 
have nothing to do with the individuals’ decisions to participate in the pro-
gram. This is also known as conditional exogeneity of program placement—a 
strong assumption. Such methods include single-difference methods and dou-
ble-difference methods. The second group is comprised of matching (includ-
ing propensity-score matching, PSM) methods, discontinuity design methods, 
and instrumental variables; these methods do not make the exogeneity 
assumption, but rather address the possibility that, even after controlling for 
observable characteristics, unobservable characteristics may still make partici-
pation nonrandom. As a result, these methods evaluate the impact of interven-
tions by comparing the outcomes among participants to the outcomes among 
comparable nonparticipants, but without randomization of participation. If 
both groups are exposed to similar other external events, then they allow the 
analyst to disentangle the effect of the intervention from the effect of all other 
confounding factors. A second class of difficulties arises when the project is 
purposively targeted at particular classes of beneficiaries, leading to an exter-
nal selection bias. Assume for instance that an intervention in the value chain 
is targeted at the neediest households. In this case, comparing the poverty rate 
between beneficiaries and nonbeneficiaries after the project may wrongly con-
clude that the overall impact is zero or negative. In such cases, a more valid 
control group would be households that were similar to the beneficiaries at 
the start of the intervention. One strategy may be to compare the changes—
instead of the level—of a given indicator (what we refer to as double- 
difference methods) between the group of beneficiaries and the control group. 
Assuming that the change in the indicator in the control group is a good rep-
resentation of what the change in the indicator would have been among the 
beneficiaries, this “difference in differences” estimate may provide a valid way 
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to neutralize the external selection bias among observables and unobservable 
characteristics that are fixed over time, and hence provide an unbiased assess-
ment of the program’s effect.

In other cases, however, the confounding factor will affect the benefi-
ciaries and the control group differently—for instance, if one would like to 
assess the effect of microcredit targeted at the poorest households in an area. 
Assume that the program occurs at a time of relatively high economic growth 
or weather conditions from which all households in the targeted area (rich 
and poor) benefit. It is likely that the economic growth will also contribute to 
the improvement of the income among the poor program beneficiaries, while 
the effect will be limited on the richer households. In such a case, a “differ-
ence in differences” measure between the richer (control) and the poorer (ben-
eficiaries) groups will tend to overstate the effect of the program on income 
generation for the poor. A valid control group is one that provides a valid rep-
resentation of what the average poverty level among program participants 
would have been without the program. Several methods may be used to gen-
erate such control groups. For instance, if the program selection criteria are 
known, information may be collected on nonbeneficiaries who also satisfied 
the selection criteria but were not included in the program for reasons inde-
pendent of the outcome of interest.

A third type of bias may, however, occur when the selection process is not 
fully observable. Such is the case, for instance, when not all targeted house-
holds decide to benefit from the program, leading to self-selection bias. The 
problem of biases linked to unobservable characteristics may be resolved by 

“natural experiments.” Such methods rely on the availability of some variable(s) 
that help predict participation in the program but are not related to the out-
come variable (for example, income). Such methods include instrumental vari-
ables approaches, regression discontinuity designs, pipeline comparisons, and 
others as previously mentioned.

The following four chapters detail several distinct approaches to conduct-
ing value chain-intervention impact evaluations. The authors of Chapter 11 
(Saenger et al.) implemented a randomized controlled trial and field experi-
ment in Vietnam to improve dairy farmers’ quality measurements. Chapter 12 
(Cavatassi et al.) examines the Plataformas program in Ecuador using 
 quasi-experimental methods. Chapter 13 (Horton et al.) analyzes the expe-
rience of Participatory Market Chain Analysis (PMCA) using qualitative 
methods in several case studies. Finally, Chapter 14 (Madrigal and Torero) 
provides several quantitative tools and metrics from the labor economics and 
discrimination literature, and gives examples of how these could be applied 
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in a value-chain context. All of these methods seek to connect smallholders 
and other marginalized groups to high-value markets. The approaches provide 
complementary views of the value chain and of methods to improve both the 
rigor and the nuance of impact evaluations for value-chain interventions.

Chapter 11 (Saenger et al.) provides a perfect example of a randomized 
controlled impact evaluation. The authors conducted a randomized 
controlled trial and field experiment with dairy farmers and a milk-processing 
company in Vietnam. Their approach, designed ex ante, is a theoretically 
ideal approach to constructing a valid counterfactual and to ensuring that 
there is no selection bias, given that the farmers are randomly assigned to 
treatment (beneficiaries) and control groups. This randomization ensures 
that all farmers have the same chance of participating in the program and 
that the distribution of the two groups’ characteristics (both observed and 
unobserved) are statistically indistinguishable. The authors tested whether 
the quality-control procedures used by the processing company were 
leading farmers to underinvest. The risk on the farmers’ part came from the 
possibility that the company would manipulate the process and say that the 
milk delivered was of low quality and therefore deserved a lower price. By 
introducing vouchers for third-party quality measurement, the program 
improved the company’s credibility with the farmers. With this increased 
trust, the farmers then had more incentive to invest in techniques to improve 
milk quality and increase revenue. This chapter is unique in that it focuses 
on the mechanisms and incentives for different value-chain actors to contract 
with one another. The authors’ proposed contract-farming designs make both 
parties better off, rather than trying to cut out the intermediary or encourage 
smallholders to take over other capacities in the value chain.

Although the intervention reported in Chapter 11 (Saenger et al.) affected 
the whole milk-production value chain, there were some specific characteristics 
of the intervention that enabled the use of the randomization procedure. First, 
the intervention was directly targeted to milk producers, which made it sim-
pler to randomize; second, it was one single intervention rather than a package 
of interventions, which is normally the case with innovation platforms, as in 
Chapter 12 (Cavatassi et al.), or with participatory approaches, as in Chapter 13 
(Horton et al.). Therefore, it is important to stress this given there are in  general 
few value-chain impact studies that use experimental and randomized con-
trolled trial (RCT) methods because value-chain development usually involves 
many different partners (public and private-sector institutions) and often com-
plex interventions, which might make RCT and experimental approaches par-
ticularly difficult and in many cases not feasible to implement.
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The authors of Chapter 12 (Cavatassi et al.) performed an ex-post eval-
uation using econometric techniques common in impact evaluations. They 
assessed whether participation in Ecuador’s Plataformas program, which 
establishes alliances between small-scale farmers and a range of agricul-
tural support-service providers, had any effect on income. The chapter finds 
that the program had a positive impact on yields, prices, and gross margins. 
The authors conducted baseline household and community surveys in two 
Ecuadorean provinces and then identified treatment communities. Using 
data from the most recent census, they constructed a counterfactual control 
group with similar geographical, agroecological, and sociodemographic char-
acteristics to the treatment communities. They then used PSM to identify 
which control communities were most similar to each treatment community. 
In addition to creating control communities, they also factored in house-
holds in treatment communities that did not participate in the program. The 
PSM procedure allowed the authors to select a control community that was 
very similar to each treatment community in all observable aspects except for 
the treatment status, thus providing a proper counterfactual for each treat-
ment community.

One of the major concerns regarding the PSM approach is that there might 
be other observable and unobservable differences that could explain a com-
munity’s selection into the treatment group. To minimize this problem, the 
research (Chapter 12) implemented an instrumental variable (IV) approach to 
control for observable and unobservable differences in the control and treat-
ment groups. The IV technique identifies a factor that predicts participation 
in a program but that does not influence the program’s outcomes of interest. 
This factor is then used to simulate which participants would have been in 
the treatment group and which would have been in the control group had the 
project been based on that factor. The difference in outcomes between these 
simulated treatment and control groups constitutes the project’s impact.

For an IV estimation approach to be viable, as it is in Chapter 12, the 
instrumental variables used must be strong predictors of whether or not a par-
ticipant will receive the treatment; however, we must also be sure that the 
variables themselves will not determine the program’s outcome. It will likely 
be difficult to identify variables that meet both these criteria since the fac-
tors determining whether a potential beneficiary wants to participate in the 
program are likely to also be factors that will affect the outcome of interest. 
IV methods estimate a program’s impact on people who participate in the 
program because of the program’s instruments. It is thus important to know 
which precise groups will be affected by those instruments, and whether these 
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groups are of interest for the program. IV estimation does not easily allow for 
generalizing to other groups.

The IV technique is useful in determining local average treatment effects 
(LATE) rather than average treatment effects (ATE), which are usually the 
effects examined in impact evaluations. The IV estimator is a weighted aver-
age of the LATE of different subpopulations; the subpopulations that are 
more responsive to the program’s instruments carry a higher weight in the 
final IV estimate. These issues could severely bias the results or the conclu-
sions that can be drawn from them if the subpopulation is not correctly iden-
tified; thus great caution is required when interpreting the results of the 
IV technique.

Finally, one important thing that the authors of Chapter 12 (Cavatassi 
et al.) did that can help strengthen the interpretation of a program’s results 
is an assessment of the program’s impact pathways. The authors analyzed 
the ways in which farmers might benefit from the program and found that 
the program significantly increased yields and gross margins for the treat-
ment communities.

Chapter 13 (Horton et al.) tries to assess the impact of a PMCA. The 
chapter provides a clear example in which neither experimental nor quasi-
experimental approaches could be implemented. In PMCA, practitioners 
gather various market-chain actors together to brainstorm ideas for new 
agricultural products and better ways to market existing crops. PMCA was 
created both to link smallholders to markets through innovation, and to 
evaluate participatory interventions. Chapter 13 (Horton et al.) evaluates 
eight PMCA interventions, four of which they exclude from in-depth analysis 
because of significant departures from the PMCA protocol. Attempts were 
made to conduct an impact evaluation using quasi-experimental methods; 
however, delays in conducting the baseline surveys prevented the data from 
being useful for evaluation purposes. Instead, the authors implemented a   
case-study evaluation following the methodology of Yin (2009). Drawing on 
the definitions of Chen (2005), they stressed the importance of the action 
model, “a systematic plan for organizing resources, staff, and relationships in 
order to deliver the intervention faithfully.” They also identified the program’s 
change model, which is the “broader conceptual framework that links the 
intervention’s activities and outputs to the expected outcomes and impacts 
and explains how and why the intervention is expected to lead to the desired 
changes.” Their evaluation is based on the “fidelity of implementation,”  
which “refers to the extent to which a program’s implementation is consistent 
with its action model.” They discovered that PMCA needs to be adapted 
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to local country and market contexts, while still remaining consistent. The 
economic benefits of the four PMCA interventions were small, but by 
identifying both the action and the change models, the authors were able to 
distinguish creative adaptations to the program from lapses in implementation.

The approach followed by Chapter 13 (Horton et al.) is extremely useful 
in understanding the potential effects of PMCA, but it doesn’t allow us to iso-
late whether the observed changes can be truly attributed to the intervention. 
Clearly, it would have been better to combine this method with an experimen-
tal or quasi-experimental approach.

Finally, Chapter 14 (Madrigal and Torero) sheds light on an important 
issue that is not captured by any of the previous approaches: Most value-chain 
impact evaluations fail to look at effects disaggregated by gender. This is an 
important oversight, because in most value chains men and women play dif-
ferent roles, and failure to account for gender in a randomized controlled trial, 
quasi-experimental, or participatory intervention may significantly alter the 
results of these studies. To resolve this gap in the literature, the authors focus 
on several tools and metrics to incorporate gender in value-chain impact eval-
uations. The Oaxaca Blinder decomposition analysis allows for proper mea-
surement of wage gaps between men and women by controlling for other 
observable variables; the Duncan Index and Access to Work Equality Index 
measure occupational segregation and differential access to employment. 
Finally, time-use analysis can provide insights into how to improve labor 
opportunities for both men and women. Provided that gender-disaggregated 
survey data are collected, these tools can all be applied to value-chain inter-
ventions and analyses at low cost.

Gaps that Need to be Addressed
Although the four chapters in this section provide clear examples of ways in 
which value-chain improvements can be evaluated, there are still some import-
ant issues and gaps that need to be addressed in future research. First, even 
where RCTs are used, as in Chapter 11, there are still concerns on RCTs that 
need to be looked at, and specific implications as mentioned by Barret and 
Carter (2010). Second, most of the value-chain improvements being devel-
oped include interventions that affect different nodes of the value chain. This 
creates enormous complexity when trying to assess the impact of a program 
experimentally or quasi-experimentally. For example, if the unit of treatment 
is a whole value chain, there will need to be sufficient treatment and control 
value chains of the same commodity to have enough statistical power to assess 
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the true impacts of the intervention. This would require an appropriate sam-
pling strategy representative of each node: input suppliers, producers, traders, 
wholesalers, and retailers. However, it will sometimes not be feasible to find 
the number of value chains needed in the same geographical area. Similarly, 
the potential for spillovers of the effects in one node of the value chain to oth-
ers is important, and methods need to identify ways to control for this.

An alternate method which could contribute to partially addressing this 
problem is a nonexperimental approach known as regression discontinuity 
design (RDD) (for further details, see Jacob et al. 2012; Bloom 2012; Imbens 
and Lemieux 2008). If small variations in a specific variable produce a discon-
tinuous change in a person’s (or value chain’s) eligibility for the treatment or 
participation in the program, this can be used to identify the program’s impact 
using IV estimation, even if the variable is also a direct determinant of the 
program’s outcome. For example, there may be levels of poverty or of access 
to roads or technology that determine a farmer’s eligibility; these may in turn 
produce regression discontinuities. As presented in Figure P4.1, by using such 
discontinuities the impact of an intervention or program can be estimated by 
comparing outcomes for beneficiaries who just qualify for the project on this 
index/score2 with outcomes for individuals who just fail to qualify for the pro-
gram given their score (the so-called control group), as determined by these 
characteristics. The logic behind this is that since observations around the cut-
off have treatment status, that is as good as randomly assigned.

One caveat to this approach is that if the discontinuity (or cut-off range) is 
too big, those who did not qualify for the program may be sufficiently differ-
ent from those who did in terms of their observable characteristics. As a result, 
the impact of the program may be estimated incorrectly.

A variation on this type of evaluation method is called “fuzzy” regression 
discontinuity (see Jacob and Zhu 2012). In this case, some beneficiaries have 
scores that place them on the nonbeneficiary side of the discontinuity. This 
RDD method is termed fuzzy because the cut-off is not clear or strict. When 
the eligibility criteria for participation are public information, the variable 
used to establish the treatment group could be manipulated so that a person 
appears eligible; clearly, this can create difficulties when estimating the effect 
of the program. Such manipulation would introduce nonrandom selection 

2 Note that this score does not necessarily relate to the PSM procedure. The score for the RDD is 
a variable, either existing or constructed, that establishes a threshold above which individuals 
are allocated to the program and below which they are not part of the program. The propensity 
score is one such variable that can be used in this estimation if it is discontinued at some spe-
cific point.
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around the cut-off, which would need to be addressed by randomizing the 
subpopulation around the fuzzy cut-off; if this is not possible, nonrandom 
assignment can be permitted to adjust for selection into the fuzzy interval in 
the final estimation. However, as long as this manipulation is not precise, the 
RDD remains valid.

RDDs require a large sample (and a considerable amount around the cut-
off) and the fuzzy interval must be moderate to be able to provide valid and 
precise impact estimates.

The second issue that calls for significant innovation and research is that 
in all the impact-evaluation approaches, even RCTs, there needs to be a mech-
anism to capture heterogeneity and external validity—that is, to understand 
how much the results identified can be extrapolated to other areas or even 
other value chains of similar commodities (heterogeneous populations). In a 
majority of impact evaluations, it is commonly assumed that the estimated 
treatment effects can be generalized to the whole population or to a new loca-
tion in which no experiment was conducted. However, since individuals in 
a new location can have different observable and unobservable characteris-
tics, the ATE can be significantly different from the one obtained from exper-
iments conducted in other locations. Several authors have protested against 
policy recommendations that they believe are based on implicit extrapolation 
from a small number of experiments to a wide variety of dissimilar contexts 

FIGUrE P4.1 Regression discontinuity design

 Outcome (Y)

selection criteria
based on 
access to 
markets and/or 
poverty scores    

Participants Nonparticipants 

Impact 

Criteria:
access to market/

poverty score 
selected households
in the sample  

Source: Authors.
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(Deaton 2010; Pritchett and Sandefur 2013). Empirically, a growing body of 
work shows that identical policies have different effects among individuals 
with the same observed characteristics living in different contexts (for exam-
ple, Allcott 2012; Attanasio, Meghir, and Szekely 2003), because unobserved 
differences between populations remain. Hence, we need a method that 
accounts for heterogeneity across locations, or we need to design an evaluation 
that takes this issue into account from the beginning.

For methods that account for heterogeneity, there has been some progress. 
Athey and Imbens (2006) generalize the standard difference-in-differences 
estimator and derive an estimator that can be used to extrapolate results under 
perfect dependence between the treated and untreated outcomes. Gechter 
(2014) improves on this work by developing a method for predicting the 
ATE in a new location under a mild restriction on the joint distribution of 
potential outcomes. Specifically, he derives bounds on the predicted ATEs 
by imposing a lower bound on the rank correlation of the potential outcomes. 
We can then take the case of minimal treatment effect heterogeneity (perfect 
rank correlation) as a benchmark to further investigate how the predicted 
bounds on the ATE change by allowing different levels of heterogeneity.

Finally, an alternative way to ensure a certain level of external validity 
is through the ex-ante design of a scaling-up mechanism that will allow 
a program to be replicated on the basis of results from rigorous impact 
evaluations. An example of this potential approach is given by Torero (2014), 
who essentially develops a typology of rural areas that identifies needs, 
opportunities, and bottlenecks at the regional level based on modeling of 
agricultural performance and potential using the economic concept of the 
production possibilities frontier, drawing on highly detailed household-level 
survey data and geospatial tools. Such a typology allows program targeting 
based not only on needs, as is the case when using poverty maps, but also on 
economic potential against current performance (or efficiency relative to the 
economic potential) and the associated needed investment gaps to improve 
the respective performance so that it can reach its economic potential. As a 
result, projects designed to resolve those gaps can be replicated in similar types 
within the typology. In addition, combined with appropriate project designs 
and impact-evaluation tools, this typology can help systematize targeting 
of development projects in a range of technical domains across the value 
chains, including financial services. However, because this approach involves 
an ex-ante identification of similar locations where an intervention can be 
successfully tested, it will require significant work before implementation.
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